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[1] The superstorm on 20–21 November 2003 was the largest geomagnetic storm in solar
cycle 23 as measured by Dst, which attained a minimum value of −422 nT. We have
simulated this storm to understand how particles originating from the solar wind and
ionosphere get access to the magnetosphere and how the subsequent transport and
energization processes contribute to the buildup of the ring current. The global
electromagnetic configuration and the solar wind H+ distribution are specified by the
Lyon‐Fedder‐Mobarry (LFM) magnetohydrodynamics model. The outflow of H+ and
O+ ions from the ionosphere are also considered. Their trajectories in the magnetosphere
are followed by a test‐particle code. The particle distributions at the inner plasma sheet
established by the LFM model and test‐particle calculations are then used as boundary
conditions for a ring current model. Our simulations reproduce the rapid decrease of Dst
during the storm main phase and the fast initial phase of recovery. Shielding in the inner
magnetosphere is established at early main phase. This shielding field lasts several
hours and then breaks down at late main phase. At the peak of the storm, strong penetration
of ions earthward to L shell of 1.5 is revealed in the simulation. It is surprising that O+ is
significant but not the dominant species in the ring current in our calculation for this
major storm. It is very likely that substorm effects are not well represented in the models
and O+ energization is underestimated. Ring current simulation with O+ energy density at
the boundary set comparable to Geotail observations produces excellent agreement with
the observed symH. As expected in superstorms, ring current O+ is the dominant
species over H+ during the main to midrecovery phase of the storm.
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1. Introduction

[2] The magnetic storm on 20–21 November 2003 is the
greatest storm in solar cycle 23 as measured by the Dst
index. At 2100 UT on 20 November, Dst attained a mini-
mum value of −422 nT. This superstorm was triggered by a
fast coronal mass ejection carrying high‐speed solar wind
and strong southward interplanetary magnetic field (IMF)
near the Earth. Figure 1 shows the Dst index on 20–21
November 2003 together with solar wind speed, density, Bz
and By at L1 from the ACE satellite. The ACE data have
been shifted by 40 min. Pronounced storm signatures were
observed in both the magnetosphere and ionosphere‐ther-
mosphere during this superstorm. Bortnik et al. [2006]
found large relativistic electron dropout on 20 November

2003 from a number of satellites. They suggested that dropout
at L > 5 was mainly from losses at the dayside magneto-
pause. The flux decrease at L < 5 was energy dependent with
larger loss for higher‐energy electrons. Strong precipitation
was seen on the duskside near the plasmapause and plume.
Bortnik et al. [2006] concluded that pitch angle scattering
from interactions with electromagnetic ion cyclotron (EMIC)
waves were responsible for electrons losses at low L shells.
The disappearance of proton belt at L > 2.2 was also observed
from theHEO3 satellite (R. Selesnick, private communication,
2009). Identifying the cause of the proton detrapping during
this great event is still underway. Thermospheric composi-
tion changes were seen on 20 November 2003 [Hecht et al.,
2008]. Large depletion of atomic oxygen was correlated
with Joule heating and auroral particle precipitation. Foster
et al. [2005] examined the 2‐Dmaps of vertical total electron
content (TEC) derived from a network of GPS receivers. Near
the peak of the storm, they saw continuous plume of enhanced
TEC extended to high latitudes in the postnoon sector. This
polar tongue of ionization is believed carried by strong
convection through the dayside cusp and across the polar
cap to the nightside. Meanwhile, prompt penetration electric
(PPE) fields at midlatitudes to low latitudes were reported
by Zhao et al. [2008]. They found PPE occurred when IMF

1NASA Goddard Space Flight Center, Greenbelt, Maryland, USA.
2Naval Research Laboratory, Washington, D. C., USA.
3Leading Edge Technology, Inc., Alexandria, Virginia, USA.
4Laboratoire de Physique des Plasmas, UMR 7648, Ecole

Polytechnique, CNRS, Saint‐Maur‐des‐Fossés, France.
5Data Analysis Center for Geomagnetism and Space Magnetism,

Graduate School of Science, Kyoto University, Kyoto, Japan.

Copyright 2011 by the American Geophysical Union.
0148‐0227/11/2010JA015720

JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 116, A00J17, doi:10.1029/2010JA015720, 2011

A00J17 1 of 13

http://dx.doi.org/10.1029/2010JA015720


turned strongly southward at ∼1200 UT on 20 November and
it lasted for about 12 h. We have previously modeled this
great magnetic storm on 20–21 November 2003 [Ebihara
et al., 2005]. The Comprehensive Ring Current Model
(CRCM) [Fok et al., 2001] and magnetic field model of
Tsyganenko 1996 (T96) [Tsyganenko and Stern, 1996] were
used to simulate the responses of the ring current and the
magnetosphere‐ionosphere system to severe disturbances
associated with passing of a magnetic cloud. Only ring
current H+ was considered in the calculation. A number of
distinct storm signatures were successfully identified and
reproduced. We found deep earthward penetration of ring
current ions to L ≤ 1.5 and a robust ring current that could
account for the observed Dst. Both simulation and obser-
vation showed equatorward extension of Region 2 current
down to 40° magnetic latitude. The shielding field generated
by this strong field aligned current distorted the convection
and flow patterns in the ionosphere. A noticeable feature
was the flow reversal on the dawnside ionosphere. In this
paper, we revisit this distinct storm event in November 2003
using our Global Ion Kinetic (GIK) simulation [Moore et al.,
2008]. We simulate the global magnetospheric configuration
using the Lyon‐Fedder‐Mobarry (LFM) magnetohydrody-
namic (MHD) model [Fedder et al., 1995; Mobarry et al.,
1996; Slinker et al., 2001]. The LFM density and tempera-
ture in the magnetosphere represent ions of solar wind source.
In addition to H+ from the solar wind, O+ and H+ outflow
from the ionosphere are also considered. We follow the full‐
particle trajectories of the ionospheric ions from their source

regions throughout the magnetosphere. Some of the ions are
lost in the solar wind, however, a significant portion are
trapped in the plasma sheet and has access to the inner
magnetosphere. As in our previous study [Fok et al., 2006;
Moore et al., 2008], the CRCM is used to simulate the ring
current development and evolutions of the Region 2 current
and subauroral convection field. The ion distributions at the
CRCM outer boundary at 8 earth radii (RE) are given by the
LFM model (solar wind H+) and by the density and tem-
perature established from the test‐particle calculations
(ionospheric H+ and O+). We examine the relative roles of
ions from various sources in the intensification of the ring
current, especially the contribution of oxygen ions.We identify
the processes that are responsible for the storm recovery. We
also follow the establishment and breakdown of the shield-
ing field in the inner magnetosphere. In the following sections,
we will briefly describe our simulation tools and approaches.
We then highlight the signatures seen in the simulation and
confront the findings with available data.

2. Global Magnetospheric Simulation on 20–21
November 2003

2.1. LFM Simulation

[3] We simulate the global magnetospheric configuration
during the storm on 20–21 November 2003 using the LFM
model [Fedder et al., 1995;Mobarry et al., 1996; Slinker et al.,
1998]. The LFM model takes the upstream solar wind
conditions and solves the ideal MHD equations in a distorted

Figure 1. (top) Dst and (middle and bottom) solar wind parameters from the ACE satellite on 20–21
November 2003. Zero hour corresponds to 0000 UT on 20 November. The ACE data have been shifted
by 40 min.
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spherical grid that extends 24 RE sunward of the Earth to
300 RE tailward and 90 RE in the Y and Z direction. The
inner boundary is a sphere with a radius of 3.2 RE centered
on the Earth. Field‐aligned currents are mapped from this
boundary to the ionosphere, where electric potential is solved.
The solution for the potential then provides an electric field
that is mapped back to the inner boundary where it is used as
a boundary condition for the MHD evolution. The LFM
output (temperature, density and pressure) in the magneto-
sphere are used for particle distribution of H+ ions of solar
wind source.
[4] Figure 2 shows the global magnetospheric configura-

tion near the peak of the storm at 1815 UT on 20 November
2003 as predicted by the LFM model. The Dst index and
solar wind condition are plotted in Figures 2d and 2f.
Figures 2a and 2b depict the solar wind magnetic field lines
and geomagnetic field lines that have at least one iono-
spheric foot point. At this time, IMF was strongly southward
with a magnitude of nearly 40 nT. The high solar wind
pressure and strong reconnection on the dayside pretty much

open up the magnetosphere around the subsolar point
(Figure 2a). Figures 2c and 2e are MHD pressure on the X − Z
and X − Y planes, respectively. An X line is formed at ∼25 RE

on the nightside. Tailward to the X line there is a high‐
pressure region of down streaming plasma. In the meantime,
high pressure has established in the inner magnetosphere.

2.2. Ion Outflow From the Ionosphere

[5] In addition to solar wind ions, we also consider ions
from the ionospheric sources. We will examine their roles in
the development of the storm in November 2003. Similar to
our previous study [Moore et al., 2008], we release H+ and
O+ ions from the ionosphere and follow their trajectories
throughout the magnetosphere using a test‐particle code
[Delcourt et al., 1990] during the event until they are lost
in the solar wind or at the surface of the Earth. The sim-
ulation domain for particle tracing is bounded by X = −70
and 15 RE, Y = −30 and 30 RE, and Z = −30 and 30 RE.
[6] We employ the same outflow condition for ionospheric

H+ and O+ as in our previous studies [Moore et al., 2007].

Figure 2. Global magnetospheric configuration at 1815 UT on 20 November 2003 predicted by the
LFM Model. (a and b) Magnetic field lines. (c and e) LFM pressure. (d and f) Dst index and solar wind
condition.
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Ions are released at both hemispheres at 1000 km altitude at
latitudes greater than 60°. The flux of the polar wind H+

outflow depends on solar zenith angle (SZA) with much
higher flux on the dayside than on the nightside [Su et al.,
1998; Moore et al., 2007]:

FHþ ¼ 2� 108 cm�2s�1 for 0� < SZA < 90�

FHþ ¼ 2� 10 8� SZA�90ð Þ=20�2:5ð Þ cm�2s�1 for 90� � SZA � 110�

FHþ ¼ 2� 105:5 cm�2s�1 for 110� < SZA < 180�

ð1Þ

The O+ escape flux is found to be sensitive to the energy
input from the magnetosphere and solar wind. By analyzing
data from the FAST and POLAR missions, it was suggested
that two major energy sources are the electron precipitation
and dissipation of downward Poynting flux [Strangeway
et al., 2005; Zheng et al., 2005]. We model the local O+

outflow flux in the same way as Moore et al. [2007]:

FOþ ¼ Fprecip � Fpoynt

� �0:5
subject to a limit of 3�109 cm�2 s�1

ð2Þ

where

Fprecip ¼ 2:8� 109 � N 2:2cm�2 s�1

Fpoynt ¼ 5:6� 107 � 0:245� S120ð Þ1:26cm�2 s�1

N ¼ n � 1� erf

ffiffiffiffiffi
50

T

r ! !
� 0:4 1þ 0:8 sin 2� MLT � 3ð Þ=24ð Þð Þð

N is the reduced MHD density (n) in cm−3 at the LFM inner
boundary at 3.2 RE. n is reduced to the fraction of density
above 50 eV and by a loss cone filling factor. The first
reduction comes from energy cutoff at 50 eV to remove
photoelectron contamination of the FAST electron electro-
static analyzer [Strangeway et al., 2005]. The second
reduction considers the scattering rate by waves of magne-
tospheric electrons into the loss cone [Chen and Schulz,
2001]. S120 in equation (2) is the LFM Poynting flux in
mWm−2 at 120 km altitude. The constant 0.245 is the
scaling factor of energy flux mapping along a flux tube from
120 km to the FAST altitude (4000 km) [Strangeway et al.,
2000, 2005]. We combine the effects of electron precipitation
and Poynting flux by taking geometric mean of Fprecip and
Fpoynt. The local O

+ escape flux is limited to 3 × 109 cm−2s−1

based on the concept from ionospheric theory [Barakat et al.,
1987], and the highest fluxes observed by Strangeway et al.
[2005].
[7] The thermal energy of the upwelling H+ and O+ is

assumed to have a dependence on Poynting flux as [Moore
et al., 2007]

Eth ¼ 0:1þ 9:23� 0:245� S120ð Þ0:35eV ð3Þ

The parallel energy is assigned as the sum of thermal energy
and parallel energy given from the auroral parallel potential
drop, which is scaled with the upward parallel current
density as [Lyons, 1981]

Ek ¼ Eth þ eFk ð4Þ

where

Fk ¼ 1500� Jk � 0:33
� �2

if Jk > 0:33 �A=m2

Fk ¼ 0 if Jk < 0:33 �A=m2

Figure 3 (bottom) shows the simulated O+ outflow condi-
tions at 1000 km altitude at 1815 UT on 20 November 2003
during the main phase of the storm. Figure 3 (top) is LFM
parameters that control the outflow flux and escape energy.
Sun is up in the plots. It can be seen that at this particular
time, O+ ions attain high upward energy in the noon‐dusk
sector at 60°–80° latitudes (Figure 3, bottom right). Most of
them escape from the ionosphere and travel through the
lobes to the plasma sheet and the inner magnetosphere.
During their journey they gain energy and become part of
the ring current population [Fok et al., 2006].
[8] We release ions from the ionosphere randomly in

time, latitude and gyrophase angle. Similar to the approach
of Fok et al. [2006] and Moore et al. [2008], the simulation
domain is divided into volume elements of 1 RE

3 and time in
intervals of Dt. The density in volume bin j at time t con-
tributed by particle i, which passes through bin j between (t −
0.5 Dt) and (t + 0.5 Dt), is given by

nij tð Þ ¼ Fi tið Þ cos�i tið Þj jdA Tij
Vj

; dA ¼ A

NDt
ð5Þ

where Fi is the ion source flux, which is a function of ti, the
time particle i is launched, ai is the initial pitch angle, dA is
the area of the source surface allocated to each particle, that
is the total source surface area, A, divided by number of
particles launched in Dt (NDt), Tij is residence time of par-
ticle i in bin j, and Vj is the volume of bin j, that is 1 RE

3 in
our case. The density in bin j at time t is just the summation
of all particles that pass through bin j between (t − 0.5 Dt)
and (t + 0.5 Dt). The pressure at bin j is given by

Pj tð Þ ¼ P?j tð Þ þ Pkj tð Þ ¼ 2

3

X
i

nij tð ÞEij tð Þ sin2 �ij tð Þ

þ 2

3

X
i

nij tð ÞEij tð Þ cos2 �ij tð Þ ð6Þ

where Eij and aij are the energy and pitch angle of particle
i in bin j, respectively.
[9] Using the method outlined in equations (5) and (6), we

calculate the density, energy and pressure of ionospheric H+

and O+ throughout the magnetosphere. Figure 4 plots the O+

pressure on the X − Z, X − Y and Y − Z planes at the same
time as those in Figures 2 and 3 near the peak of the storm.
The pressure in the plasma sheet and the inner magnetosphere
is comparable with the H+ pressure shown in Figure 2. A
distinct feature of X line is also found at ∼25 RE in the tail
(Figure 4a). The long stripe seen in the south parts of Figure 4a
and Figure 4c are outflow ions encountering the magneto-
pause reconnection region and are pulled both tailward and
dawnward. At this time of the year, the northern hemisphere
is tilted toward the nightside and southern tilted toward the
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Sun. Oxygen ions escaping from the southern ionosphere are
easily picked up by the solar wind and are lost in the down-
stream. On the other hand, more ions outflow from the
northern hemisphere manage to travel through the lobe and

reach to the plasmas sheet. As seen in Figure 4a, the O+

pressure in the northern lobe is higher than that in the south.
The H+ outflow from the ionosphere in this particular storm
contributes insignificantly to the H+ pressure (results not

Figure 3. (top) MHD conditions at the ionosphere and (bottom) O+ outflow parameters at 1000 km alti-
tude at 1815 UT on 20 November 2003. Sun is up in the plots.

Figure 4. Calculated O+ pressure at 1815 UT on 20 November 2003.
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shown) compared with ions of solar wind origin. A substan-
tial fraction of this outflowing H+ was found to enter the
magnetosheath via high‐latitude reconnection and to escape
from the system downstream.

3. CRCM Simulation of the 20–21 November
2003 Storm

[10] Similar in our previous studies [Fok et al., 2006;
Moore et al., 2008], we use the density and mean energy at
the inner plasma sheet of ions of both solar wind and io-
nospheric origins as boundary conditions to the CRCM ring
current model. Since the mean energies of ionospheric ions
are calculated from the test‐particle code (equation 6), we
have considered the pitch angle information and assume the
distribution at the CRCM boundary is a bi‐Maxwellian [Fok
et al., 2006]. The magnetic field in the inner magnetosphere
is specified by the LFM model. The CRCM then calculates
the ion distribution in the inner magnetosphere and the
ionospheric potentials in a self‐consistent manner. The two
main equations solved by the CRCM are [Fok et al., 2001]

@fs
@t

þ _�i

� � @fs
@�i

þ _�i

� � @fs
@�i

¼ �v�sH nHh ifs � fs
0:5�b

� �
loss
cone

ð7Þ

r � � S
$
rF

� �
¼ Jk sin I ð8Þ

where fs is the distribution function of ring current species s.
li and �i are the magnetic latitude and local time at the
ionosphere, respectively. fs is a function of li, �i, first and
second adiabatic invariants, and is assumed to be constant
along a field line. Equatorial fluxes can be obtained by
mapping fs along field lines from the ionospheric grid to the
equator. h _�ii and h _�ii are the bounce‐averaged velocities of
species s on the ionospheric grid. ssH is charge exchange
cross section for the ring current species s with neutral H.
hnHi is the bounce‐averaged neutral density of H. tb is the
bounce period. S

$
is a tensor representing ionospheric Hall

and Pedersen conductance. F and Jk are the ionospheric
potential and field aligned current. I is the magnetic dip
angle.
[11] Equation (7) represents a drift‐loss model of the ring

current species s with the consideration of charge exchange
and loss cone losses. It includes multiple processes of dif-
ferent timescales. We use the method of fractional step or
operator splitting to decompose the equation and solve only
one term at a fractional step [Fok et al., 1993]. The iono-
spheric field aligned current in equation (8) is calculated
from the nonzero divergence of the perpendicular current
contributed by all the ring current species. In this study, both
ring current H+ (originated from solar wind and polar
region) and O+ (originating from auroral region) are con-
sidered in the calculation of Jk in equation (8). The iono-
spheric potential along the CRCM polar boundary is
calculated by the LFM model. The CRCM polar boundary is
set at li = 70.3°, which is the maximum latitude in the
model. Since the CRCM simulation domain is confined in
the closed field region, the actual boundary at the iono-
sphere is limited to the open‐closed field boundary. During
active period of expanded polar cap, the CRCM polar

boundary can extend to well below 70.3° [Ebihara et al.,
2005].
[12] In simulating this particular event on 20–21 November

2003, the CRCM boundary at the magnetic equator is an
ellipse with major axis set on the SM x axis. The nightside
end of the major axis is placed at 8 RE radial distance and
dayside end at the standoff distance, which is the length of
the semiminor axis. However, the actual boundary at the
equator is the overlapping of the ellipse and the equatorial
mapping of the ionospheric boundary. We calculate the total
energy content of each ion species inside the CRCM
boundary. Figure 5 plots the energy content of 3 ion species
during the storm. The corresponding magnetic depression
from the ring current estimated by the Dessler‐Parker‐
Sckopke relation [Dessler and Parker, 1959; Sckopke, 1966]
is also labeled on the energy axis. symH*, the pressure
corrected symH is also shown to compare with the calcu-
lated energy and DB. In our simulation, solar wind H+ is
always the major supplier to the total ring current energy for
this particular storm. The contribution from ionospheric
O+ is significant, especially near the peak of the storm. The
role of ionospheric H+ is very minor in our simulation. In
general, the total energy (blue curve) tracks the symH* (red
curve) pretty well during the storm. The simulation is able to
reproduce the brief recovery around 1200UT on 20November
and the double‐peaks feature at the storm maximum.
However, the simulated total energy reaches it peak value
2 h earlier than the time of minimum symH*. The calculated
total energy exhibits a two‐step recovery: fast recovery in
the first 6 h after the peak and then followed by slow
recovery. On the other hand, the recovery of symH* does
not slow down until 9 h after its minimum value. In
section 4, we will examine the possible causes of these
discrepancies.
[13] During active times, ions and electrons are transported

from the plasma sheet into the ring current region. These
newly injected plasmas tend to shield the inner magneto-
sphere from the external convection field through estab-
lishing field aligned currents that connect the ring current
region and the subauroral ionosphere [Wolf, 1983; Fok et al.,
2003; Ebihara and Fok, 2004]. Figure 6 plots the simulated
potential drop at the ionosphere during the storm at the
CRCM polar boundary and at 3 magnetic latitudes (mlat)
equatorward to the boundary. At given boundary or latitude,
the potential drop is estimated by the difference between the
maximum potential and the minimum potential across that
boundary. In Figure 6, the green curve is the potential drop
given by the LFM model at the CRCM polar boundary,
which is also the boundary potential in solving equation (8).
The blue, red and purple curves are potential drop at 60°,
50° and 40° latitudes, respectively. During the peak of the
storm around 1800 UT, the green and blue curves overlap
with each other, indicating that the open‐closed region is
extended to 60° mlat. As shown in Figure 6, the inner
magnetosphere is pretty well shielded in the first 12 h of
20 November. The shielding starts to breakdown at 1300 UT.
Since then to the end of the day, electric field is strong in
the ring current region at mlat < 60°. Theoretical studies
have shown that magnetic reconfiguration during storm
main phase or active periods favors the penetration of high‐
latitude electric fields [Garner et al., 2004; Wolf et al.,
2007]. Our simulation is also consistent with observations
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reported by Zhao et al. [2008] on prompt penetration electric
field on 20 November 2003.
[14] Ions and electrons are expected to travel deep earth-

ward in the period of strong penetration electric field. Figure 7
shows the L‐time plots of solar wind H+ and ionospheric
O+ fluxes at the equator during the storm. Noticeable in-
jections of both ion species start at ∼1000 UT. High fluxes
are seen at L ∼ 4. At ∼1300 UT, strong penetration field
moves ions earthward. At the peak of the storm, ring
current ions penetrate as deep as to L ∼ 1.5. At these low
L shells, ions encounter dense geocorona and experience
strong charge exchange losses. The decay of O+ is faster since
the charge exchange cross section of O+ with neutral H is
stronger that of H+.

4. Physical Processes Controlling the Storm
Development

[15] We have shown in Figure 5 that H+ outflow from the
ionosphere contributes insignificantly to the ring current in
this particular storm on 20–21 November 2003. We can treat
the solar wind H+ as the dominant source of H+ in the hot
plasma pressure whose gradient supports the ring current.
Likewise, the O+ outflow represents the dominant source of
ring current ions originating from the ionosphere. In our
CRCM simulation, we track energy gain and loss of each
species due to drift, changing of magnetic field (B) con-
figuration, loss at the loss cone and charge exchange loss.
For drift motion, energy content will change when particles
are injected into or drift out of the simulation domain.
Particle acceleration or deceleration by convection is also
accounted as a drift effect. Ions will gain or lose energy by
the inductive electric field as magnetic configuration is
varying with time. Also, ions will be lost from the system
when a closed field line become open and vice versa. In our

model, ions in the loss cone are subject to a fast loss time of
half of the bounce period (equation 7). To conserve the
second adiabatic invariant, particles originally outside the
loss cone may be driven into the loss cone as they drift
earthward to shorter field lines. Finally, ions are lost when
they experience charge exchange with the geocorona. Only
charge exchange of ions with neutral H is considered in this

Figure 5. Simulated ring current ion energy content compared with symH* during the storm on 20–21
November 2003. Notice that the energy axis is pointing down. The corresponding ∣DB∣ in nT from the
D‐P‐S relation is also labeled.

Figure 6. Potential drop at northern ionosphere during the
20–21 November 2003 storm. Green curve is the LFM
potential drop across CRCM polar boundary. Blue, red,
and purple curves are the CRCM potential drop across
60°, 50°, and 40° mlat, respectively.
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study, though loss from contact with the much thinner layer
of neutral O also occurs, but is localized to the atmospheric
loss cone.
[16] We examine the processes that control the growth

and decay of ring current H+ and O+ during the storm. As
mentioned in section 3, equation (7) is decomposed and
only one term is solved at a time. Before and after advancing
the distribution function of a ring current species at a
fractional step, we calculate the total energy content of
that ion species. In this way we can estimate the energy
gain or loss in one time step due to a particular process.
Figure 8 plots the accumulated energy change of H+

(Figure 8, left) and O+ (Figure 8, right) from drift, loss cone,
charge exchange and time‐varying magnetic field. The slope
of the total energy curves represents the rate of energy gain

or loss. The total energy content of H+ (green curve) and
O+ (purple curve) are plotted. The loss cone loss (dark red
curves) has only a very minor effect on the total energy
budget for either species. The loss cone may play a more
important role if pitch angle diffusion due to wave‐particle
interactions is considered [Jordanova et al., 1998, 2001;
Khazanov et al., 2002, 2006]. Charge exchange loss (magenta
curves) is the dominant loss mechanism, especially for O+.
The loss rate is the fastest near the peak of the storm when
large amount of ions injected into the ring current region.
These freshly injected ions are rich in field‐aligned pitch
angles [Mauk and Mcilwain, 1975; Mauk, 1986; Fok et al.,
2006] and thus experience strong charge exchange loss.
[17] The rates of energy change due to time‐varying B

(black curves in Figure 8) fluctuate considerably throughout

Figure 7. L‐time diagrams of (left) solar wind H+ and (right) ionospheric O+ fluxes at the equator. Zero
hour corresponds to 0000 UT on 20 November 2003.

Figure 8. Accumulated energy changes due to various processes during the storm. (left) Ring current
H+. (right) Ring current O+. The total energy contents of H+ and O+ also plotted. Zero hour corresponds
to 0000 UT on 20 November 2003.
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the storm. Highly compressed magnetosphere and strong
southward IMF during the main phase produce significant
particle loss of magnetopause shadowing [Liemohn et al.,
1999; Keika et al., 2005; Ukhorskiy et al., 2006; Ohtani
et al., 2009]. Trapped particles will find themselves in the
open field region and be lost at the magnetopause. Our results
are consistent with the finding by Bortnik et al. [2006]. They
found a large dropout of relativistic electron flux at L > 5 on
20 November 2003. The dropout was energy independent
and they explained flux decrease as loss to the magneto-
pause. Ion drift motion (blue curves) controls the growth of
the ring current during the storm main phase. The rapid
increase in energy is a combined effect of particle injection
and adiabatic acceleration during strong convection. From 6
to 12 h, both the H+ and O+ energy contents follow the
accumulated energy increase due to drift. In the later half of
the main phase (12–18 h), energy growth by drift motion
competes with loss from magnetopause shadowing. As a
result, total energy contents of H+ and O+ reach their peak
values at 16 h when energy gains by drift are still growing.
This difference in timing explains the time shift between the
peaks of our calculated ring current energy content and the
observed symH* (Figure 5). Overall, drift motion dominates
the variations of ring current energy content during the main
phase and charge exchange loss dominates in the recovery
phase. Our model predicts a slower recovery than that from
the observed symH* (Figure 5). We anticipate the model‐
data comparison will be improved when wave associated
loss is included in the model. This will be a subject of
future work.

5. Discussion

[18] We report here a global simulation study of an
unusually large geospace storm (superstorm) with a peak
ring current magnitude (storm time depression or Dst) of
more than 400 nT. We use a simulation scheme including
a global MHD simulation of the solar wind interaction with
the magnetosphere and ionosphere via field‐aligned cur-
rents. This interaction is used to drive ionospheric outflows
according to an empirical scheme that used electromagnetic
and kinetic fluxes into the ionosphere, imposed by the
global simulation, to drive local ionospheric outflow fluxes
of oxygen ion plasma. Polar wind outflows of protons are
also included. The ionospheric plasmas are circulated
through the MHD field using a single particle trajectory
code using a Monte Carlo method to initiate representative
particles, track them through the simulation, and compute
their bulk or kinetic properties at any region where this
information is needed.
[19] Embedded within the outer magnetosphere simulation

is a ring current simulation based on the CRCM, a bounce‐
averaged kinetic Boltzmann equation treatment, with results
as shown in Figure 5. Here we see that the simulation
matches well the observed total energy in the storm ring
current. The inner magnetospheric simulation is driven
electromagnetically at its outer boundary by the MHD outer
magnetospheric simulation, which produces the imposed
transpolar potential drop. Very large potentials were devel-
oped for this storm, as shown in Figure 6. The inner mag-
netosphere was supplied by plasma at its boundary by the
combination of the MHD solar wind and the ionospheric

outflows of protons and oxygen. The simulation then fol-
lows the flow of these plasmas through the inner magneto-
sphere, accounting for their energization and loss processes.
We find that even in this very large storm, the oxygen
contribution to the ring current is comparable to, but slightly
less than, the hydrogen (solar wind, mainly) contribution,
as measured by the total energy stored, or by symH* (proxy
for Dst).
[20] This result is somewhat surprising and diverges from

recent observations, for example those reported by Nosé
et al. [2005] or Mitchell et al. [2003]. From those results,
and from the substantial contributions of oxygen in our
earlier work on substorms and smaller storms [Fok et al.,
2006; Moore et al., 2008], we anticipated that we might
find that oxygen would essentially take over the ring current
for such a large event, but that is not the case here. These
results, appearing in various forms in Figures 5, 7, and 8,
show that oxygen exceeded 50% of the proton energy for
much of the storm period, reaching about 90% of the proton
energy content at the peak of the storm.
[21] There are several possible interpretations of the

simulated oxygen content deficiency relative to observations
of large storms. First is the possibility that our oxygen
outflow model saturates or otherwise fails to produce as
much oxygen outflow as actually occurs during such large
events. Second, it is possible that the transport paths of the
oxygen outflows in our simulation do not supply enough
oxygen to the places where it is energized into the ring
current population. Third, it is possible that our simulation
does not sufficiently energize the oxygen present within the
simulation to cause it to dominate the proton contribution.
[22] To illustrate these considerations, we introduce Figure 9

comparing the simulated (Figure 9, left) and observed by
Geotail (Figure 9, right) species energy densities and Bz
GSM along the path of Geotail for this specific storm. Geotail
was moving very close to the CRCM tailward boundary from
1600 to 2200 UT. The Geotail ion data are taken from the
SupraThermal Ion Composition Spectrometer (STICS) senor
of the Energetic Particle and Ion Composition (EPIC)
instrument [Williams et al., 1994]. STICS provides mass and
charge state information of ions and covers the E/Q range of
9 to 210 keV/e. Energy density is calculated using the same
method as Nosé et al. [2003]. The Geotail orbit segment is
shown in Figure 9 (bottom right), while the simulated storm
main phase ratio of O+/H+ ring current energy is shown in
Figure 9 (bottom left). The period of the Geotail observa-
tions is shown by the red box with arrows indicating the
temporal relationship of the Geotail observations to the full
storm evolution of species energy content. As shown in
Figure 9 (top), the GIK simulated H+ and O+ energy density
are similar in magnitude, and are comparable with the H+

energy density measured by Geotail. However, the observed
O+ energy density is significantly higher than that from the
simulation.
[23] From our previous experience with applying the

Strangeway et al. [2005] outflow scaling globally, we
consider it unlikely that insufficient oxygen outflows are
occurring in our simulation. The scaling does not saturate for
high values of either Poynting flux or electron precipitation,
and the area over which high values are found increases
substantially with the overall magnitude of the event. More-
over, the transport pathways for ionospheric outflows in
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these simulations are known to feed directly to the central
plasma sheet and thenceforth into the inner magnetosphere
via the midnight sector, for southward IMF. Thus we con-
sider the most likely explanation for this discrepancy to be a
lack of sufficient acceleration of oxygen by the MHD fields.
As reported by Mitchell et al. [2003], it is known that
substorm dipolarizations accelerate oxygen more effectively
than protons into the ring current region. Such an effect
could well produce enhanced oxygen energy content, with
lower proton energy content, in the main phase ring current.
The MHD fields we use here include a measure of dipo-
larization in association with magnetotail dynamics during
this storm. However, the simulated field behavior is far more
gentle and less abrupt than is observed, as may readily be
confirmed in Figure 9, and it clearly has a comparable effect
on the protons and oxygen ions.
[24] Thus it is possible that the highest contributions of

oxygen ring current content are produced by substorm di-
polarization effects acting in combination with an enhanced
source of oxygen plasma from the auroral ionosphere. Thus,
the decreasing trend in the O+ energy density in the second
half of the storm can be largely attributed to a reduction of
energization processes in the simulation. By contrast, the
observations show a magnetic field at the spacecraft location

that is generally much more variable than in the simulation,
with large amplitude nearly discontinuous jumps in strength.
Thus, our MHD simulation is failing to fully capturing the
substorm like changes in the magnetotail [Aggson et al.,
1983], and these are known to strongly affect ion energi-
zation in this region [Nosé et al., 2000, 2009a]. Imposed
dipolarization can and have been applied to mimic substorm
reconfiguration and the corresponding particle acceleration.
Delcourt [2002] simulated the substorm expansion phase
using a smooth few‐minute transition of an empirical mag-
netic field model from a disturbed or highly stretched level
to a relatively undisturbed or less stretched one. Oxygen
ions were found to experience nonadiabatic energization in
the dipolarizing plasma sheet. Other substorm modeling
approaches include, for example, adding current loops to
a prescribed magnetic field model to represent substorm
current wedge [Yang et al., 2008], or injecting low‐content
plasma bubble from the plasma sheet into the inner mag-
netosphere [Zhang et al., 2009].
[25] To examine the effects of substorm energization

of O+ in ring current development, an additional CRCM run
has been performed with the O+ energy density scaled based
on Geotail observations. As shown in Figure 9, Geotail was
close to the CRCM outer boundary from 16 to 22 h. In this

Figure 9. Comparison of simulated and observed parameters: (top) energy density, (middle) GSM Bz,
(bottom left) simulated ring current energy ratio, and (bottom right) Geotail orbit segment during the
storm on 20 November 2003.
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time period, we increase the O+ energy density a factor of 5
at the CRCM boundary at all local times. The scaling factor
is ramping up linearly from 1 to 5 in 1500–1600 UT and
decreases from 5 to 1 in one hour after 2200 UT. Figure 10
(top left) shows the corresponding O+ and H+ energy density
along the Geotail orbit. The modified O+ energy densities
are very much comparable to those measured by Geotail.
The same H+ energy densities from the LFM model are used
in the new CRCM run. Figure 10 (right) plots the energy
contents of each ring current ion species calculated by the
CRCM. With enhanced distribution at the model boundary,
O+ energy content increases rapidly beginning at 16 h and
exceeds the energy of H+ at 17 h. The O+ energy continues
to increase and displays a double‐dips feature, consistent
with the observed symH*. After reaching the peak, O+ ions
experience a fast decay owing to charge exchange loss and
the total energy content becomes comparable with that of
H+ at 30 h. The total energy (blue curve) calculated from
this CRCM run follows very well with the symH* index (red
curve). The fast decay in the first 10 h of recovery is closely
reproduced, with much better agreement than the result
shown in Figure 5. The estimated magnetic depression from
the ring current also fully accounts for the observed symH*.
Figure 10 (bottom left) plots the calculated energy ratio of
O+ to H+. The ratio reaches a high value of 2.3 at the peak of
the storm at 19 h, consistent with ion observations in the
ring current region during major storms [Hamilton et al.,
1988; Nosé et al., 2009b]. This new CRCM run clearly
demonstrates the importance of accurate representation of
substorm energization, especially for heavy ions, in modeling
the ring current.
[26] This study involves a collection of simulation tools:

globalMHDmodel, kinetic model of the ring current and test‐
particle calculation. The couplings between these models are

basically one directional and no mutual interactions from
one to another. For example, the pressure generated from the
hot ring current ions is not fed back to the LFM model. The
O+ outflow from the ionosphere may affect the global
magnetospheric configuration and dynamics, but these effects
are not considered in this paper. Recent efforts have been
made to couple the important regions in the magnetosphere
in a more consistent and bidirectional manner [De Zeeuw
et al., 2004; Glocer et al., 2009; Zaharia et al., 2006]. This
is also a goal for our future studies.

6. Conclusions

[27] Comparing our GIK simulation of the ring current for
an unusually large geospace storm with observations of this
and other such storms, we conclude the following:
[28] 1. The simulation produces a ring current whose

magnitude is in good agreement with the observed ring
current as measured by symH*, a proxy for Dst.
[29] 2. Without oxygen from ionospheric outflows, the

ring current would have been too small by about 50% of the
observed ring current magnitude.
[30] 3. Despite expectations from observations of other

events, the oxygen content contributed significantly, but did
not overwhelm the solar wind protons in the simulated
storm. Direct comparisons with observations of this storm
by the Geotail spacecraft indicate that the MHD simulation
did not fully capture the large amplitude magnetic fluctua-
tions associated with individual substorms, suggesting that
simulated O+ energy densities are lower than they would be
if this magnetotail behavior could be fully described.
[31] 4. CRCM simulation with O+ energy density at the

boundary set comparable to Geotail observations produces
excellent agreement with the observed symH*. As expected

Figure 10. CRCM results with O+ energy density at outer boundary at the equator multiplied by 5 from
16 to 22 h. (top left) The corresponding O+ and H+ density along the Geotail orbit. (bottom left) The cal-
culated energy ratio of ring current O+ and H+. (right) The same format as Figure 5 except for this new
CRCM run.
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in superstorms, ring current O+ is the dominant species over
H+ during the main to midrecovery phase of the storm.
[32] It seems clear from these results that future updates of

global simulation codes should seek to more realistically
produce the large amplitude substorm reconfigurations of
the magnetotail that are associated with highly disturbed
storm periods. Such improvements should help to improve
the agreement between our simulations and observations of
such storms.
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